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Abstract 

Background MicroRNAs (miRNAs) have shown potential as diagnostic biomarkers for myocardial infarction (MI) due 
to their early dysregulation and stability in circulation after MI. Moreover, they play a crucial role in regulating adap-
tive and maladaptive responses in cardiovascular diseases, making them attractive targets for potential biomarkers. 
However, their potential as novel biomarkers for diagnosing cardiovascular diseases requires systematic evaluation.

Methods This study aimed to identify a miRNA biomarker panel for early-stage MI detection using bioinformatics 
and machine learning (ML) methods. miRNA expression data were obtained for early-stage MI patients and healthy 
controls from the Gene Expression Omnibus. Separate datasets were allocated for training and independent testing. 
Differential expression analysis was performed to identify dysregulated miRNAs in the training set. The least absolute 
shrinkage and selection operator (LASSO) was applied for feature selection to prioritize relevant miRNAs associated 
with MI. The selected miRNAs were used to develop ML models including support vector machine, Gradient Boosted, 
XGBoost, and a hard voting ensemble (HVE).

Results Differential expression analysis discovered 99 dysregulated miRNAs in the training set. LASSO feature selec-
tion prioritized 21 miRNAs. Ten miRNAs were identified in both the LASSO subset and independent test set. The HVE 
model trained with the selected miRNAs achieved an accuracy of 0.86 and AUC of 0.83 on the independent test set.

Conclusions An integrated framework for robust miRNA selection from omics data shows promise for develop-
ing accurate diagnostic models for early-stage MI detection. The HVE model demonstrated good performance 
despite differences between training and test datasets.

Keywords MicroRNA, Machine learning, Myocardial infarction, Bioinformatics, Diagnosis

Introduction
Based on released statistics, myocardial infarction (MI) 
was the leading cause of human mortality in clinical set-
tings over the past two decades and responsible for over 
2 million additional deaths each year [1]. The occlusion of 
coronary arteries and lack of sufficient oxygen and blood 
support result in the occurrence of ischemic/necrotic 
changes in cardiomyocytes and MI [2]. In recent decades, 
significant efforts have been made to identify suitable bio-
markers for in-time diagnosis, risk assessment, treatment 
monitoring, and evaluation of therapeutic protocols in 
individuals at risk of cardiovascular diseases (CVDs). Of 
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all the introduced diagnostic factors, cardiac troponins, 
especially troponin I, are reliable, and susceptible sign-
aling molecules for accurate detection of MI individuals 
using published guidelines [2]. Despite these advantages, 
the high sensitivity of troponin-based tests has increased 
the concerns about false positive results, emphasizing 
the necessity for the development of novel diagnostic 
approaches with clinical relevance. To enhance the diag-
nostic value of current laboratory approaches in patients 
with MI, simultaneous analysis of other biological factors 
such as microRNAs (miRNAs) has been suggested [3].

The early and accurate diagnosis of MI is crucial for 
timely therapeutic intervention and improved patient 
outcomes. While cardiac troponin has been the gold 
standard biomarker for MI diagnosis, it has limitations 
in terms of sensitivity and specificity, particularly in the 
early hours following the onset of symptoms. Emerg-
ing research has highlighted the potential of miRNAs, 
including hsa-miR-1-3p, hsa-miR-19b-3p, hsa-miR-208a, 
hsa-miR-223-3p, hsa-miR-483-5p, and hsa-miR-499a-5p, 
as promising biomarkers that could complement and 
potentially surpass the diagnostic capabilities of cardiac 
troponin [4]. Moreover, the combined use of miRNAs 
and classical biomarkers like cardiac troponin can com-
pensate for the limitations of individual biomarkers, lead-
ing to enhanced sensitivity and specificity in MI diagnosis 
[5]. Therefore, as techniques for miRNA detection and 
quantification continue to evolve, it is anticipated that 
miRNAs will become an integral part of routine diag-
nostic approaches in personalized medicine. This could 
pave the way for more targeted and tailored therapeutic 
interventions, enabling a more precise and individualized 
management of MI and potentially other cardiovascular 
diseases [6].

From structural aspects, miRNAs are short-length 
non-coding RNA sequences (18 to 22 nucleotides in 
length), that play a crucial role in regulating gene expres-
sion [7]. Studies have elucidated the involvement of miR-
NAs in the pathogenesis of MI. These biological elements 
can control various biological processes that are impor-
tant in the function of the cardiovascular system [8]. For 
instance, miRNAs are involved in angiogenesis, cardio-
myocyte growth, lipid metabolism, plaque formation, and 
heart rhythm [9]. Of note, both circulating miRNAs and 
local miRNAs in cardiac tissue exhibit diagnostic poten-
tial and prognostic biomarkers for various CVDs such as 
MI. It is thought that stability and rapid release into the 
bloodstream following cardiomyocyte injuries highlight 
the diagnostic and prognostic properties of miRNAs [8].

A recent systematic review article has compared the 
timing of peak expression and diagnostic accuracy of 
miRNAs in serum or plasma samples compared to con-
ventional biomarkers used for MI diagnosis [5]. The 

results showed that miRNAs such as hsa-miR-1-3p, 
hsa-miR-19b-3p, hsa-miR-208a, hsa-miR-223-3p, hsa-
miR-483-5p, and hsa-miR-499a-5p exhibited earlier peak 
expression within 4 h after MI with better diagnostic per-
formance compared to cardiac troponins and creatine 
kinase-MB enzyme. Early peak expression, adequate 
sensitivity and specificity, and heightened diagnostic 
accuracy, particularly during the critical initial hours of 
symptom onset, make miRNA superior elements for MI 
diagnosis [5]. In another systematic review article, valid 
miRNAs enlisted in terms of coronary artery disease 
(CAD) with diagnostic potential for distinguishing acute 
coronary syndrome (ACS) from stable CAD [8]. Of note, 
hsa-miR-21, hsa-miR-133, and hsa-miR-499 are valid and 
promising diagnostics to differentiate ACS versus stable 
CAD states. Unfortunately, overlapping expression of 
miRNA families, including hsa-miR-1, hsa-miR-133a/b, 
hsa-miR-208a/b, and hsa-miR-30, can be evident in both 
ACS and stable CAD patients. However, other miRNAs 
appear more specific to either ACS (hsa-miR-499, hsa-
miR-1, hsa-miR-133a/b, and hsa-miR-208a/b) or stable 
CAD (hsa-miR-215, hsa-miR-487a, and hsa-miR-502) 
conditions [8].

Routinely, serum and plasma samples have also been 
used as suitable biofluids for miRNA isolation and MI 
diagnosis [2], but leveraging different blood sources for 
miRNA biomarker discovery may enable more accurate 
diagnostic performance and improved understanding of 
underlying MI mechanisms [10]. In a study conducted by 
present research group, five peripheral blood mononu-
clear cells (PBMCs) miRNAs, hsa-miRNA-186-5p, hsa-
miRNA-29a-5p, hsa-miRNA-21-3p, hsa-miRNA-296-5p, 
and hsa-miRNA-197-5p) were introduced as a promising 
biomarkers for early-stage MI detection [11]. The poten-
tial of platelet-derived miRNAs has also been explored. 
In a small study of select miRNAs, hsa-miR-126 was 
identified as a possible novel biomarker for ST-segment 
elevation MI diagnosis [12]. A recent study has high-
lighted the potential role of miRNAs in modulating plate-
let function and maturity, which may impact the efficacy 
of antiplatelet therapy in patients with ST-segment eleva-
tion myocardial infarction (STEMI). An observational 
study comparing 61 STEMI patients with 50 healthy 
individuals revealed significant differences in the expres-
sion of several miRNAs. Notably, STEMI patients exhib-
ited higher levels of hsa-miR-21-5p, hsa-miR-26b-5p, 
and hsa-miR-223-3p, while showing lower expression of 
hsa-miR-150-5p, hsa-miR423-5p, and hsa-miR-1180-3p 
compared to healthy controls. These findings suggest 
that specific miRNAs, particularly hsa-miR-26b-5p, may 
play a crucial role in regulating platelet function during 
acute STEMI, potentially influencing the effectiveness of 
antiplatelet therapy and opening new avenues for more 



Page 3 of 14Samadishadlou et al. Biology Direct          (2024) 19:127  

accurate diagnosis and personalized treatment strategies 
in ACS [13]. Also, exosomal miRNAs have highlighted 
as promising novel biomarkers for acute myocardial 
infarction (AMI), recently. A study involving 93 individu-
als (62 AMI patients and 31 healthy controls) identified 
exosomal miR-4516 (exo-miR-4516) and exo-miR-203 
as promising diagnostic indicators for AMI. These miR-
NAs, along with secretory frizzled-related protein 1 
(SFRP1), were found to be significantly elevated in the 
plasma exosomes of AMI patients compared to healthy 
controls. These findings suggest that a combination of 
exo-miR-4516, exo-miR-203, and SFRP1 could serve as 
a valuable tool for both AMI diagnosis and evaluation of 
coronary stenosis severity, potentially improving timely 
diagnosis and treatment strategies for AMI patients [14].

MiRNAs have also been explored for their prognostic 
value in CVDs. A comprehensive meta-analysis of studies 
from January 1989 to March 2019 demonstrated the diag-
nostic and prognostic utility of specific miRNAs in AMI, 
particularly hsa-miR-1, hsa-miR-133, hsa-miR-208, and 
hsa-miR-499, which showed strong diagnostic potential. 
Among these, hsa-miR-208 and hsa-miR-499 emerged as 
particularly valuable, with hsa-miR-208 exhibiting high 
sensitivity (0.83, 95% CI: 0.74−0.89) and specificity (0.96, 
95% CI: 0.82−0.99), and hsa-miR-499 displaying simi-
larly robust metrics (sensitivity: 0.84, 95% CI: 0.70−0.92; 
specificity: 0.97, 95% CI: 0.87−0.99). Additionally, hsa-
miR-208 was associated with post-AMI mortality, with 
a hazard ratio of 1.09 (95% CI: 1.01−1.18), further sup-
porting its prognostic value. These findings highlight the 
potential of miRNAs, particularly hsa-miR-208 and hsa-
miR-499, as biomarkers for both the diagnosis and prog-
nosis of AMI, offering promising pathways for enhanced 
cardiac care and risk assessment [15]. In a prospective 
nested case–control study spanning a decade, several 
circulating miRNAs were identified as potential predic-
tors of fatal AMI in healthy individuals. This study, which 
assessed 179 miRNAs in serum samples from 212 partici-
pants, identified 10 miRNAs significantly linked to future 
AMI risk. A panel of five miRNAs (hsa-miR-106a-5p, 
hsa-miR-424-5p, hsa-let-7  g-5p, hsa-miR-144-3p, and 
hsa-miR-660-5p) demonstrated strong predictive power, 
accurately classifying 77.6% of cases across both sexes 
[16]. In another study, Gigante et  al. analyzed plasma 
samples from 100 individuals who experienced major 
adverse coronary events (MACEs) and 100 MACE-free 
referents over an 11-year follow-up. They identified 55 
miRNAs with significant expression differences between 
the two groups, with hsa-miR-145-3p associated with the 
highest increase in MACE risk and hsa-miR-720 associ-
ated with reduced risk. Interaction analysis revealed 16 
miRNA signatures, with hsa-miR-320b playing a cen-
tral role in modulating MACE risk in combination with 

other miRNAs [17]. Another recent study involving 175 
AMI patients and 90 healthy controls demonstrated sig-
nificantly elevated circulating hsa-miR-19a levels in AMI 
patients compared to the control group. Notably, patients 
with severe atherosclerosis and > 50% vessel stenosis 
exhibited substantially higher hsa-miR-19a levels com-
pared to those with normal vessels and no significant 
stenosis. Hsa-miR-19a levels showed significant positive 
correlations with established cardiac markers, including 
CK-MB, cardiac troponin I, and creatinine. These find-
ings suggest that hsa-miR-19a could serve as a sensitive 
and specific biomarker for early AMI prognosis [18].

Machine learning (ML) methods can automatically 
construct computational models that capture complex 
relationships between input variables and outcomes of 
interest [19]. By utilizing available data and optimizing 
specified performance metrics, ML models identify mul-
tivariate patterns for making predictions on new data. 
This approach enables the detection of intricate signa-
tures from combinations of multiple biomarkers that may 
be difficult to discern using traditional techniques [20]. 
Additionally, breakthroughs in omics technologies have 
enabled the production of biological datasets, encom-
passing thousands of observations across hundreds to 
thousands of samples. This has opening doors for ML to 
extract valuable biological insights from these intricate 
omics data landscapes [21]. Consequently, ML presents 
groundbreaking methods for integrating and analyzing 
different types of omics data, which can lead to the dis-
covery of revolutionary biomarkers. These biomarkers 
have the potential to revolutionize disease prediction, 
patient stratification, and the development of innovative 
therapies. In summary, ML leverages existing omics data 
to uncover multidimensional patterns as the basis for 
making accurate predictions and revealing new biomark-
ers with clinical utility [22].

Here, the diagnostic potential of miRNAs was investi-
gated for early-stage diagnosis of MI. To achieve this, a 
set of miRNA biomarkers was selected from microarray 
data using bioinformatics techniques. These miRNAs 
were used to train ML models, whose performance was 
evaluated on an independent test set. The integration 
of bioinformatics and ML for analyzing omics data rep-
resents a promising approach for discovering accurate 
and robust miRNA biomarkers for MI monitoring. More 
cohesive studies leveraging these techniques could yield 
universal miRNA signatures, paving the way for a new 
generation of molecular diagnostics for MI.

Methods
Data collection and preprocessing
The miRNA expression data were obtained from the 
Gene Expression Omnibus (GEO) database (https:// 

https://www.ncbi.nlm.nih.gov/geo/
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www. ncbi. nlm. nih. gov/ geo/) under accession numbers 
GSE61741 [23] and GSE29532 [24]. GSE61741 was gen-
erated using the GPL9040 platform, which specifically 
profiles miRNA expression. This dataset contains acute 
MI samples and was used as the training set. GSE29532 
was produced on the GPL5175 platform, which is not 
miRNA-specific but contains probes for some miRNAs 
based on standard platform annotations. GSE29532 
includes samples from ST-elevation MI patients along-
side healthy controls and served as the independent test 
set. For both datasets, whole blood of case samples was 
collected at hospital admission for MI before any inter-
vention, while control samples were from individuals 
without any known disease.

After downloading, datasets were checked for proper 
normalization. Expression values were log2 transformed 
if not already. For both datasets, expression profiles for 
early-stage MI and healthy controls were extracted for 
further analyses. Details on the datasets are provided in 
Table  1. Bioinformatics analyses including preprocess-
ing, differential expression analysis, functional and path-
way enrichment analyses, and miRNA selection were 
conducted using R, ver. 4.3.2, and RStudio. All plots and 
graphics of these sections were created using the ggplot2 
R package.

Differential expression analysis
To evaluate the overall dispersion between the control 
and MI groups in the training set, principal component 
analysis (PCA) was performed and the top two principal 
components were extracted and plotted. Differentially 
expressed miRNAs (DEMs) between controls and MI 
were then identified using the R limma package. DEMs 
were defined as having |log2 fold change (log2FC)| > 1 
and adjusted p-value < 0.05 compared to healthy con-
trols. Subsequently, the volcano plot was plotted based 
on log2 fold change (log2FC) and adjusted p-values.

Functional enrichment analysis
To investigate the potential biological functions and 
pathways associated with the DEMs, enrichment analy-
sis was performed using mirPATH v.4.0 [25]. For this 
purpose, Kyoto Encyclopedia of Genes and Genomes 
(KEGG) pathway analysis and Gene Ontology (GO) func-
tional annotation were used for different analyses. GO 

analysis examined three domains as follows; biological 
process (BP), cellular component (CC), and molecular 
function (MF). Statistically significant enrichment was 
achieved with p-values less than 0.05. In mirPATH-based 
enrichment analysis, TargetScan software v8.0 was used 
to predict DEMs target genes. In all other cases, default 
settings in miRPath v.4.0 were applied. An additional 
GeneRatio metric was calculated for each enriched using 
the below formula:

For each GO domain, the terms involving the highest 
number of DEMs were selected and then sorted by Gen-
eRatio. The top 5 terms by GeneRatio in each GO domain 
were plotted. The same procedure of selecting terms with 
the most DEMs and sorting by GeneRatio was applied to 
KEGG pathway analysis. The top 20 KEGG terms were 
selected and plotted.

miRNA selection
To reduce the number of miRNAs for model develop-
ment, the least absolute shrinkage and selection opera-
tor (LASSO) method [26] was applied to DEMs using the 
glmnet R package. The LASSO minimizes the residual 
sum of squares subject to the sum of the absolute coef-
ficients being less than a constant. This constraint shrinks 
some coefficients to zero, effectively selecting a sub-
set of miRNAs. LASSO was implemented with 10-fold 
cross-validation (CV) using default parameters in glmnet 
including Logistic Regression as the classifier. LASSO 
10-fold CV coefficient profiles were plotted for DEMs. 
The 10-fold CV was used to determine the optimal 
lambda value that minimized the mean CV error. The 
final subset of miRNAs was selected based on the coef-
ficients obtained from fitting the LASSO model using the 
optimal lambda across the entire dataset. Subsequently, 
miRNAs with non-zero coefficients were extracted from 
the model. This approach was used to identify miRNAs 
with potential diagnostic value. A heatmap was generated 
to visualize the correlation between the expression of the 
LASSO-selected miRNAs and the samples.

Machine learning analysis
ML analysis was implemented in Python v3.9 using Pan-
das and Scikit-Learn packages. The Scikit-Optimize 
package was utilized for hyper-parameter tuning. On 
the training set (GSE61741), a 0.7:0.3 split into training 
and validation sets was used with performance metrics 
reported as the average over 5-fold cross-validation. The 
best-performing model on the validation set was then 
trained on all training data and evaluated on the inde-
pendent test set (GSE29532). To develop an ML model 

GeneRatio =

Predicted target genes in term

Total genes in term

Table 1 Detailed information about train and test datasets

GEO accession Platform MI samples Healthy 
samples

Category

GSE61741 GPL9040 62 94 Train

GSE29532 GPL5175 8 6 Test

https://www.ncbi.nlm.nih.gov/geo/
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on the training set and evaluate its performance on the 
independent test set, the miRNAs must be present in 
both datasets. Therefore, only the subset of miRNAs that 
were identified by LASSO feature selection in the train-
ing set and were also present in the test set were used as 
features for model training. This procedure ensured the 
model could be applied to the test set for performance 
assessment. Three models were selected for evaluation: 
support vector machine (SVM), Gradient Boosting (GB), 
and XGBoost (XGB). SVM was chosen for its strong per-
formance with low feature numbers and small sample 
sizes [27]. Ensemble methods GB and XGB can achieve 
high accuracy in complex datasets [28]. All models were 
trained, hyper-tuned, and tested using expression val-
ues for the 10 miRNAs that overlapped between the 
LASSO-selected miRNAs and miRNAs present in test 
datasets. The evaluation metric optimized during tuning 
was selected based on the initial evaluation of the mod-
els using their preset hyper-parameters. This ensured 
tuning focused on improving the most critical metric 
needing optimization for each model. The Scikit-Opti-
mize package was utilized for hyperparameter tuning of 
the machine learning models. Specifically, the gp_mini-
mize algorithm implementing Bayesian optimization 
was used. For the GB classifier, the loss function (devi-
ance and exponential), number of estimators (10-120), 
Maximum depth of the individual regression estimators 
(max_depth, 2-5) and learning rate (0.0001−0.1) were 
tuned hyperparameters. The XGB classifier was tuned 
over the booster type (gbtree and dart), Maximum depth 
of a tree (max_depth, 2-10), learning rate (eta, 0.01−0.99), 
and number of estimators (10-200). For the SVM classi-
fier, tuning was performed over the kernel type (linear, 
rbf, and poly), regularization parameter (C, 0.1-100), 

kernel coefficient (gamma, 0.0001-1), and degree (for 
polynomial kernel only, 2-5). To leverage the strengths of 
the SVM, GB, and XGB models, a hard voting ensemble 
(HVE) was constructed. The HVE aggregates predictions 
by taking the output of each classifier for each sample 
and selecting the majority vote as the final prediction. 
The performance of the HVE was then compared to that 
of each individual model.

Results
Differential expression analysis
PCA was performed using all miRNA expression data 
from the training set. The PCA plot in Fig. 1A shows that 
the MI and healthy control samples are intermixed with 
no clear separation.

Differential expression analysis identified 99 DEMs 
in MI samples compared to healthy controls, with 67 
up-regulated and 32 down-regulated at thresholds of 
|log2FC| > 1 and adjusted p-value < 0.05 . The volcano 
plot illustrating the DEMs was then generated utilizing 
the log2FC and -log10 of adjusted p-value (Fig. 1B). The 
full list of DEMs is presented in Table 2.

Functional enrichment analysis
Functional analysis of the DEMs was performed using 
GO and KEGG pathway enrichment. GO analysis 
revealed the DEMs were enriched in “growth factor activ-
ity” and “enzyme binding” for Molecular Function; “tran-
scription factor complex” for Cellular Component; and 
“positive regulation of transcription, DNA-templated” 
for Biological Process. The top 5 significant terms in each 
GO category are shown in Fig. 2A. KEGG pathway analy-
sis indicated the DEMs were involved with the “regula-
tion of actin cytoskeleton”, “calcium signaling pathway”, 

Fig. 1 Data processing and identification of DEMs. (A) Principal component analysis plots for the training data. (B) Volcano plot of DEMs
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Table 2 Complete list of up- and down-regulated miRNAs in the training dataset

Up-regulated Down-regulated

hsa-miR-375-3p, hsa-miR-29c-5p, hsa-miR-132-5p, hsa-miR-1258, hsa-miR-
142-3p, hsa-miR-204-5p, hsa-miR-520c-3p, hsa-miR-1468-5p, hsa-miR-
302b-3p, hsa-miR-601, hsa-miR-576-5p, hsa-miR-598-3p, hsa-miR-154-5p, 
hsa-miR-609, hsa-miR-302d-3p, hsa-miR-508-3p, hsa-miR-135b-5p, 
hsa-miR-942-5p, hsa-miR-522-3p, hsa-miR-373-3p, hsa-miR-488-3p, 
hsa-miR-133a-3p, hsa-miR-126-5p, hsa-miR-483-3p, hsa-miR-1262, 
hsa-miR-199b-5p, hsa-miR-190b-5p, hsa-miR-520f-3p, hsa-miR-1290, 
hsa-miR-130b-5p, hsa-miR-26a-2-3p, hsa-miR-29b-1-5p, hsa-miR-578, 
hsa-miR-892b, hsa-miR-1825, hsa-miR-615-3p, hsa-miR-1282, hsa-miR-
450a-5p, hsa-let-7b-3p, hsa-miR-1299, hsa-miR-1279, hsa-miR-98-5p, 
hsa-miR-556-3p, hsa-miR-26b-3p, hsa-miR-876-3p, hsa-miR-382-5p, hsa-
miR-1238-3p, hsa-miR-644a, hsa-miR-196a-5p, hsa-miR-330-5p, hsa-miR-
34a-5p, hsa-miR-23a-5p, hsa-miR-509-3p, hsa-miR-1246, hsa-miR-629-5p, 
hsa-miR-515-3p, hsa-let-7f-2-3p, hsa-miR-454-5p, hsa-miR-340-3p, hsa-
miR-133b, hsa-miR-302a-3p, hsa-miR-335-3p, hsa-miR-581, hsa-miR-613, 
hsa-miR-376a-5p, hsa-miR-455-5p, hsa-miR-9-5p, hsa-miR-520d-3p

hsa-miR-515-5p, hsa-miR-31-3p, hsa-miR-488-5p, hsa-miR-200a-3p, hsa-
miR-1283, hsa-miR-489-3p, hsa-miR-455-3p, hsa-miR-1245a, hsa-miR-646, 
hsa-miR-519b-5p, hsa-miR-155-3p, hsa-miR-1291, hsa-miR-31-5p, hsa-miR-
518a-5p, hsa-miR-545-5p, hsa-miR-589-5p, hsa-miR-21-3p, hsa-miR-136-3p, 
hsa-miR-520d-5p, hsa-miR-564, hsa-miR-933, hsa-miR-96-3p, hsa-miR-
491-3p, hsa-miR-518d-5p, hsa-miR-568, hsa-miR-450b-5p, hsa-miR-10b-3p, 
hsa-miR-556-5p, hsa-miR-518d-3p, hsa-miR-889-3p, hsa-miR-298

Fig. 2 Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways enrichment result in DEMs. A Biological process 
terms (BP), Cellular component terms (CC), and Molecular function terms (MF). B KEGG analysis
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“Ras signaling pathway”, “PI3K-Akt signaling pathway”, 
“cAMP signaling pathway”, “AMPK signaling pathway”, 
and “cGMP-PKG signaling pathway.” The top 20 enriched 
KEGG pathways are presented in Fig. 2B.

miRNA selection
The LASSO method was applied to the 99 DEMs identi-
fied previously. LASSO coefficient profiles presented in 
Fig.  3A. LASSO coefficient profiles for 10-fold CV pre-
sented in Fig. 3A. The 10-fold CV LASSO analysis yielded 
an optimal lambda value that minimized the mean cross-
validation error. This optimal lambda was subsequently 
employed to fit a LASSO model to the complete dataset. 
Based on the resulting model, 21 miRNAs with non-zero 
coefficients were identified. A heatmap depicting the cor-
relation between expression of these 21 miRNAs across 
samples is shown in Fig. 3B.

Machine learning analysis
The test set expression data were generated using the 
GPL5175 platform, which contains 229 probes annotated 
as miRNAs based on the standard platform annotations. 
To utilize this dataset as an independent test set, the 
selected miRNAs during training must also be present in 

the test data. Of the 21 LASSO-selected miRNAs from 
the training set, 10 were also detected in the GPL5175 
platform. The miRNAs common to both the train-
ing and independent test datasets were hsa-miR-601, 
hsa-miR-375-3p, hsa-miR-34a-5p, hsa-miR-330-5p, 
hsa-miR-29c-5p, hsa-miR-200a-3p, hsa-miR-199b-5p, 
hsa-miR-142-3p, hsa-miR-133a-3p, and hsa-miR-132-5p 
(Fig. 4A). These ten miRNAs, identified through LASSO 
feature selection on the training set and present in the 
test set, were utilized as features for developing and eval-
uating ML models to distinguish MI from healthy sam-
ples. The expression profiles of these 10 selected miRNAs 
are shown in Fig.  4B and their log2FC and adjusted 
p-values reported in Table 3. Also, the receiver operating 
characteristic (ROC) curve of each individual miRNA for 
separating MI from healthy samples on the training set 
using a simple logistic regression model is presented in 
Fig. 5A.

The performance of the SVM, GB, and XGB models 
using default hyper-parameters on the validation set is 
reported in Table  4. The accuracy, area under the ROC 
curve (AUC-ROC), sensitivity, and specificity achieved 
were 0.76, 0.82, 1.0, and 0.0 for SVM; 0.72, 0.78, 1.0, 
and 0.33 for GB; and 0.75, 0.76, 0.62, and 0.50 for XGB. 

Fig. 3 Selection of the most important miRNAs. A LASSO coefficient profiles for DEMs and B Expression heatmap of 21 LASSO-selected miRNAs
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ROC curves are shown in Fig.  5B. All models had low 
specificity, which was identified as the metric requiring 
optimization.

Hyper-parameter tuning was performed to maximize 
the recall average. This approach improved model perfor-
mance on the validation set such that accuracy and AUC-
ROC reached 0.79 and 0.85 for the SVM model; 0.77 
and 0.78 for GB; and 0.81 and 0.82 for XGB after tuning. 
Moreover, the performance of the optimized models on 
the validation set showed improved specificity across all 
models, with specificity reaching 0.82 for SVM, Gradient 

Boosted, and XGB models. The sensitivity changed to 
0.74 for SVM, 0.68 for Gradient Boosted, and 0.79 for 
XGB. The HVE model was created by integrating the 
optimized SVM, GB, and XGB models. This ensemble 
classifier was trained on the training data and its per-
formance was evaluated on the validation set. The HVE 
maintained overall performance in comparison to the 
individual models, with an accuracy of 0.79, AUC-ROC 
of 0.82, sensitivity of 0.68, and specificity of 0.86 on the 
validation data. The ROC curves for the tuned individual 
models and HVE are shown in Fig. 5C. The performance 

Fig. 4 A The intersection of LASSO-selected miRNAs and miRNAs was selected on test dataset. B Expression profile of selected miRNAs for training 
machine learning models
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Fig. 5 ROC curve for A individual miRNAs on the validation set. B Gradient Boosted (GB), XGBoost (XGB), and support vector machine (SVM) 
with preset hyper-parameters on the validation set. C Hyper-tuned GB, XGB, and SVM and a hard voting ensemble (HVE) made of the three 
hyper-tuned models on the validation set. D GB, XGB, SVM, and HVE on test set

Table 3 Adjusted p-value and log2FC for 10 selected miRNAs

adj. p-value log2FC

hsa-miR-601 0.0002724 1.565302

hsa-miR-375-3p 0.0000137 2.055180

hsa-miR-34a-5p 0.0094190 1.065633

hsa-miR-330-5p 0.0076999 1.100359

hsa-miR-29c-5p 0.0000137 1.850096

hsa-miR-200a-3p 0.0000355 -1.604994

hsa-miR-199b-5p 0.0016343 1.276995

hsa-miR-142-3p 0.0000426 1.911637

hsa-miR-133a-3p 0.0011926 1.196438

hsa-miR-132-5p 0.0000190 1.603354

Table 4 Accuracy, AUC-ROC, sensitivity, and specificity for 
machine learning models with preset and hyper-tuned hyper-
parameters on the validation set

Accuracy AUC-ROC Sensitivity Specificity

Preset Models

SVM 0.76 0.82 1.00 0.00

GB 0.72 0.78 1.00 0.33

XGB 0.75 0.76 0.62 0.50

Hyper-tuned Models

SVM 0.79 0.85 0.74 0.82

GB 0.77 0.78 0.68 0.82

XGB 0.81 0.82 0.79 0.82

HVE 0.79 0.82 0.68 0.86



Page 10 of 14Samadishadlou et al. Biology Direct          (2024) 19:127 

metrics for all models on the validation set are reported 
in Table 4.

The optimized SVM, GB, and XGB models were trained 
on the combined training and validation sets and evalu-
ated on the independent test set. Test accuracy, AUC-
ROC, sensitivity, and specificity achieved were 0.64, 0.65, 
0.62, and 0.67 for both SVM and Gradient Boosted mod-
els and 0.79, 0.75, 1.0, and 0.5 for XGB. A HVE of models 
attained improved test performance with an accuracy of 
0.86 and AUC-ROC of 0.83. The HVE maintained maxi-
mal sensitivity and specificity among individual models 
which were 1.0 and 0.67 respectively. Prediction scores 
on the test set for each model, along with the HVE, are 
reported in Table  5. The ROC curves for all models on 
the test set are shown in Fig. 5D.

Discussion
The occurrence of MI in different societies leads to 
high-rate human mortalities with socioeconomic out-
comes [1]. The early-stage diagnosis and proper treat-
ment can reduce mortality rates in clinical settings [2, 
3]. Molecular investigations have revealed that miRNA 
levels are changed during various biological processes 
[29]. Changes in miRNA expression are known to signifi-
cantly contribute to MI progression and subsequent car-
diac tissue damage [30]. Following MI, the occurrence of 
pathological changes can alter the expression of specific 
miRNAs associated with cardiomyocyte function [31]. 
According to regulatory roles of miRNAs, even small 
changes in their transcription can potentially be detected 
before alterations in mRNA and protein levels [3, 5]. 
These characteristics make miRNAs a potentially use-
ful and valid early-stage diagnostic tool to identify both 
minor and major host cell damage. While some studies 
have explored serum or plasma miRNAs as indicators of 
cardiac tissue injury [5, 8, 32], further in-depth charac-
terization and elucidation are still needed for the miRNA 
landscape across all relevant blood components. Numer-
ous studies have reported altered miRNA profiles related 
to MI in specific blood components such as platelets, and 

PBMCs [11, 33], but there is limited research analyzing 
miRNA expression changes in whole blood samples. By 
conducting a whole blood analysis, our study provides 
a more integrated view of systemic miRNA responses, 
encompassing signals from various cell types involved 
in MI pathogenesis and progression. Here, we utilized 
bioinformatics approaches to identify a whole blood cell 
miRNA biomarker panel for early-stage MI detection and 
developed ML models using this panel.

Initial PCA exhibited no clear separation between MI 
and healthy samples. To overcome this challenge, a bio-
informatics pipeline was implemented for biomarker 
selection and model development. DEMs included 99 
miRNAs with |log2FC| > 1 and adjusted p-value < 0.05 
(Table  2), and further enrichment analysis confirmed 
their close association with MI-related pathways. Cal-
cium homeostasis maintains cardiomyocyte excita-
tion-contraction coupling. Therefore, disruption in the 
calcium signaling pathway may affect heart function, 
leading to the development of various heart disease [34]. 
The regulation of the actin cytoskeleton pathway impacts 
the migration and proliferation of vascular smooth mus-
cle and cardiomyocytes in the healing process after MI. 
This viewpoint influences the development of cardiovas-
cular systems and healing post-MI [35]. The Ras family of 
GTPases, including H-Ras and K-Ras isoforms, are criti-
cal for developing cardiac hypertrophy and heart failure 
through regulating cardiomyocyte size and proliferation. 
Thus, alterations in Ras signaling could potentially impact 
MI progression [36]. The PI3K-Akt pathway significantly 
regulates cardiomyocyte size/survival, angiogenic pro-
cesses that repair ischemic damage, and inflammatory 
responses following MI [37]. Chronic activation of the 
cAMP pathway in cardiomyocytes is known to compen-
sate for losing cells post-MI by modifying responses to 
extracellular stimuli [38]. AMPK signaling regulates mul-
tiple facets of MI outcomes, including cell apoptosis/sur-
vival, cardiac fibrosis, contractility, and gene expression. 
Manipulating this pathway suppresses cardiomyocyte 
death in heart failure [39, 40]. Finally, the cGMP-PKG 
pathway’s role in platelet inhibition prevents clot occlu-
sion of vessels post-MI [41]. Given that the samples ana-
lyzed were derived from whole blood, it is expected that 
the enriched pathways correspond to various blood com-
ponents, beyond just cardiomyocyte-specific processes. 
Notably, the cGMP-PKG and platelet inhibition signal-
ing noted indicates the involvement of circulating plate-
lets. Additionally, the enrichment of inflammation and 
survival-related pathways points to signaling and gene 
expression changes in immune cell populations found in 
whole blood.

The LASSO method further narrowed the miRNA 
panel to 21 key miRNAs, of which 10 were also detected 

Table 5 Accuracy, AUC-ROC, sensitivity, and specificity for 
machine learning models with preset and hyper-tuned hyper-
parameters on test set

Accuracy AUC-ROC Sensitivity Specificity

Hyper-tuned Models

 SVM 0.64 0.65 0.62 0.67

 GB 0.64 0.65 0.62 0.67

 XGB 0.79 0.75 1.00 0.50

 HVE 0.86 0.83 1.00 0.67
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in the test data. These 10 miRNAs (hsa-miR-132-5p, 
hsa-miR-133a-3p, hsa-miR-142-3p, hsa-miR-199b-5p, 
hsa-miR-200a-3p, hsa-miR-29c-5p, hsa-miR-330-5p, 
hsa-miR-34a-5p, hsa-miR-375-3p, and hsa-miR-601) 
were used as features for training ML models. Notably, 
9 of the 10 were up-regulated in MI samples compared 
to healthy controls, with only hsa-miR-200a-3p being 
down-regulated.

According to the literature, nine out of ten miRNAs 
presented in this study play pivotal roles in the patho-
physiology of MI, and being involved in various path-
ological processes such as myocardial hypertrophy, 
fibrosis, apoptosis, angiogenesis, calcium regulation, 
neuroendocrine activation, and oxidative stress. Notably, 
miR-199b has been demonstrated to exacerbate patho-
logical remodeling in a murine model of MI, while its 
pharmacological silencing exhibited therapeutic effects, 
proposed to arise from the interplay between the cal-
cineurin A (CnA)/nuclear factor of activated T-cells 
(NFAT) and Notch signaling pathways [42]. In contrast, 
miR-200a exhibited protective effects in neonatal mouse 
ventricular cardiomyocytes subjected to oxidative stress 
by restoring cell viability, inhibiting apoptosis, and sup-
pressing pro-inflammatory factors through directly tar-
geting and inhibiting Keap1 and β-catenin, respectively 
[43].

In addition, miR-29 family has garnered significant 
attention due to its multifaceted regulatory functions 
in cardiovascular diseases, particularly its influence on 
myocardial fibrosis, fibrocyte activation, and extracellular 
matrix production. Both circulating and tissue/cellular 
levels of miR-29 are associated with the occurrence and 
progression of these diseases, highlighting its potential as 
a diagnostic biomarker and therapeutic target [44]. Addi-
tionally, miR-375-3p plays a crucial role in promoting 
cardiac fibrosis following ischemia-reperfusion injury, a 
common occurrence in MI, by accelerating ferroptosis 
of cardiomyocytes through the regulation of glutathione 
peroxidase 4 (GPX4). Treating rats or cell models with 
miR-375-3p antagomir and the ferroptosis inhibitor 
Ferrostatin-1 alleviated ischemia-reperfusion-induced 
cardiac fibrosis, suggesting its potential as a therapeutic 
target [45].

Along with the above-mentioned biomarkers, miR-
132-5p is a master regulator of various pathological 
processes in ischemic or non-ischemic heart failure, 
such as myocardial hypertrophy, fibrosis, apoptosis, 
angiogenesis, calcium homeostasis, neuroendocrine 
activation, and oxidative stress. Preliminary data have 
suggested that antisense oligonucleotide targeting 
miR-132 may be a potential therapeutic approach for 
these conditions [46]. Moreover, miR-133a-3p has been 
shown to ameliorate myocardial ischemic injury and is 

associated with platelet reactivity and functionality in 
acute coronary syndrome. Overexpression of miR-133a 
downregulates TGF-β 1 and connective tissue growth 
factor expression, potentially reducing myocardial col-
lagen deposition, inhibiting myocardial fibrosis, and 
improving cardiac function after MI [47].

Also, miR-330-5p inhibits NLRP3 inflammasome-
mediated myocardial ischemia-reperfusion injury by 
directly targeting TIM3, an inhibitor of the NLRP3 
inflammasome pathway. Inhibition of miR-330-5p 
aggravates myocardial ischemia-reperfusion injury, 
suggesting its potential as a therapeutic target for 
MI [48]. miR-34a-5p is implicated in the regulation 
of apoptosis and cardiac dysfunction in MI, with its 
upregulation in hypoxia-induced cardiomyocytes con-
tributing to cardiomyocyte apoptosis and impaired 
cardiac function by targeting genes involved in vari-
ous signaling pathways related to MI pathophysiology. 
Inhibition of miR-34a-5p has been shown to improve 
cardiac function and reduce cardiac injury, indicating 
its potential as a therapeutic target. Moreover, elevated 
plasma levels of miR-34a-5p have been observed in 
patients with MI, highlighting its diagnostic potential 
as a biomarker for early-stage MI [49].

Furthermore, miR-142-3p has been found to be 
associated with platelet reactivity and functionality in 
acute coronary syndrome and has been suggested as a 
potential biomarker in modeling the risk of acute coro-
nary syndrome [50]. Notably, has-mir-601 is the only 
miRNA mentioned that has not been studied for its 
role in MI.

Comparing individual miRNA models to using all miR-
NAs shows SVM and GB had higher AUC-ROC than the 
best single miRNA, while XGB matched the top miRNA, 
using default hyper-parameters. All models suffered from 
poor specificity initially. After tuning to optimize the 
recall average, validation accuracy rose for all models. 
AUC-ROC increased for SVM and XGB, remaining equal 
for GB. Sensitivity fell for SVM and GB but improved for 
XGB. As intended, specificity increased across the board. 
The HVE achieved the highest specificity on the vali-
dation set while having an average of other metrics. As 
expected, performance declined on the independent test 
set, with accuracy, AUC-ROC, and sensitivity dropping 
for all individual models but XGB sensitivity. However, 
the HVE increased accuracy, AUC-ROC, and sensitivity 
over individual models, despite a decrease in specific-
ity. Through integrating the optimized models’ predic-
tions, the HVE attained equal or enhanced performance 
metrics compared to the best individual model across 
all evaluation criteria. Specifically, it retained the high-
est accuracy and AUC-ROC values among models, while 
improving specificity balance compared to the more 
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skewed individual models, maximizing both sensitivity 
and specificity.

The observed performance decline on the independent 
test set is attributable to platform differences between the 
training and test datasets, despite similar sampling pro-
tocols. Specifically, miRNA expression was profiled on 
completely different microarray platforms. In addition to 
differing miRNA profiling platforms used for the training 
and test sets, having only 10 of the 21 LASSO-selected 
miRNAs present in the test data likely impacted model 
performance. However, the HVE classifier still achieved 
satisfactory prediction accuracy in the face of these 
challenges.

Conclusion
miRNAs are valid signaling biomarkers for monitoring 
the occurrence and progression of CVDs, especially MI. 
Finding and introducing more specific miRNA types can 
help clinicians distinguish the non-CVD pathologies. 
While platform mismatches impacted models’ perfor-
mance, our HVE leveraged model complements to main-
tain acceptable accuracy. With a more unified profiling 
and sampling protocol, it is conceivable that models with 
lower complexity could reach even higher performance. 
Given the proven effectiveness of whole-blood miRNAs 
as biomarkers for myocardial infarction diagnosis, devel-
oping tailored profiling platforms that focus on known 
biologically relevant miRNAs and integrate crucial com-
plementary information such as sex and age could facili-
tate the production of more consistent and comparable 
data. Analyzing such integrated datasets could identify 
robust miRNA signatures and improved ML models to 
enhance diagnosis. Additionally, it may provide better 
elucidation of mechanisms in MI pathogenesis and con-
sistent therapeutic targets for intervention.
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